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Answer any five questions 

 

1) a) Define a discrete memory less source (DMS). What is meant by one bit of information? 

Show that the average information content of the DMS per symbol is given by: 
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random process S.                                  (2+2+6)  

 

b) The probability distribution function of a certain RV ‘ X ’ is shown below:  
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From the above distribution, calculate the following probabilities: 

a) ( )5P X > −    b) ( )5 8P X− < ≤     c) ( )0P X >   

Hence calculate and draw the corresponding probability distribution function ( )Xf x .              (8+2) 

  

2) a) Consider the transformation of a RV ‘Y’ by assuming the RV ‘X’ has a pdf 
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RVs ‘Y’ and ‘X’ is 
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b) Deduce the necessary theory for the above problem.        (4+6) 

 

3) a) If the pdf of the two random variables ( ) and X Y  are ‘ ( )Xp x ’ and ‘ ( )Yp y ’ respectively, 

then calculate the pdf ‘ ( )Zp z ’ of the sum of two statistically independent random variables ( )Z ; 

where Z X Y= + . Hence, using the result, show that the Gaussian random variables are 

‘reproducible’, i.e., the sum of two Gaussian random variables is also Gaussian.      (5+5) 

    



b) A source produces three symbols ‘A, B and C’ with the following marginal and conditional 

probabilities:  
 

 

       

(i) Assume that there is no inter-symbol interference; calculate the entropy of the source. 

(ii) Calculate the conditional entropy ( )H Y X ; where i X→  and j Y→ .     (4+6)  

 

4) a) Show that the entropy of an extended DMS ( )n
S  is given by ( ) ( )n

H S n H S= × ; where ‘ n

’ is the number of symbols in each block of the DMS with an alphabet size ‘ M ’. A DMS has an 

alphabet { }0 1,  S S  with marginal probabilities ( )0 0
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entropies of the source ‘ S ’ and the extended source ‘ 3
S ’; hence show that ( ) ( )3 3H S H S= × .     

                                                                     (5+5)   

b) Calculate the maximum entropy ( )maxH  of a DMS generating random variables of alphabet 

size ‘ M ’ and show that ( )max 2logH M=  when the random variables are equi-probable. Hence 

calculate the maximum entropy of a binary source.               (5+2+3)   

 

5) a) What is a binary symmetric channel (BSC). For a BSC, find the channel matrix of the 

translational probabilities ( )( )j i
p y x . A BSC has an error probability of 0.2p = , the a-priori 

probabilities of a logic – O and logic - 1 at the input are 0.4 and 0.6 respectively. What is the 

probability of receiving a logic - 1 at the output of the BSC?             (2+3+5) 

 

b) What is channel capacity ( )S
C ? Hence show that the channel capacity of a BSC is given by 

( )1
S

C H p=  −    bits/symbol; where ‘ ( )H p ’ is the entropy of a binary DMS.                  (2+8) 

 

6) a) Show that the differential entropy of a continuous random variable ‘ X ’ is given by 
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b) Show that the differential entropy of a continuous random variable ‘ X ’ is a maximum when 

it has a Gaussian distribution and this maximum value is given by ( ) ( )2
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where ‘
2σ ’ is the noise variance of the channel.                       (10) 

 

 

XXXXXXX 

i  ( )p i   

  A 1/4 

  B 1/4 

  C 1/2 

( )p j i  A B C 

  A 1/8 1/4 5/8 

  B 1/2 1/8 3/8 

  C 3/8 5/8 0 


