
Tola:l number ot'printed pages: Programme UG/7trYUECE7l4B

2023

I a) Deduce the covariance matrix of the following fcature vcctor. Deducc its

Eigcn valuos and Eigen vectors. Contmcnt about thc redundancy prcsent in

thc fcaturc.

l'- zl*=L , l

(2+4+4+2)

b) An ANN has 50 input nourons, two hkldcn laycrs hrving l0 and 60

ncurons. Thc nctwork olassiflcs l0 typcs ofpattcrns. Each hitldcn ncuron

rnd output ncuron contains t bits which oan ulso bo considorgtl as u wcight.

Fintl total nunrbcr ol'wcight pur.rnrctcrs including bi0s.

2

c) A nrulti-luyer ANN has tt lcast laycr. 1

d) 'l'hc lolc ol'bits is to thc rlccision trourttlitry

i) shill vcrticnlly ii) shift horizontllly iii) rvoid singularity iv) rctltrco

cornprrtation

c) Which ol tho lirllowing is a tttcasurc ol'thc sprctd ol'data'/

i) Mcan ii) Variirnce iii) Covaliance iv) Mcdian

I

D Which of the followlng ls a wldely used and effective machine learnlng algorlthm

based on the ldea of bagging:

a) Random Forest b) Regression c) Stochastlc Regression d) K-Means clustering

I

Whlch of the following require buffers? networks deals with temporal data

sequence?

l) Recurrent neural networking li) Convolutional Neural Networklng iii) Auto-

encoder lv) Deconvolutional Neural Network

I

h) Which of the following ls disadvantage of declsion tree

Declslon trees are robust to outllers li Dcclslon trees are rone to be overhitI

I
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iii) Both ofthe above iv) None ofthe above

8a) an artificial neuron and explain how you can

implement a logic gate using that.

Define the model o

(4+8)b) State the role of the activation function in convergence of the error

function. Give example of any four activation function.
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3 a)

6b) State different steps of the KNN algorithm

(6,6)l-2,41(8,8)(1,1)

l0c) c) There are following iroints with N=2. lnitial random centroids of the clusters

are taken as (0,0) and (4,4). Derive 2 iteration for the given data and find the final

position of the centroids. (5)

l0a) a) Consider the cost function

E\w)=712o2 -rr,rw+llzwr R,w, where 62 is some constant and,

'-=[ :r"?],* *.=[ r,"r' 
tlt'1

Find the optimum value w for which E{w)wiil be minimum.

Find value of the optimum error.

t0State different steps ofthe perceptron convergence algorithm.

3+3{6s) a) What do you mean by a radial basis function? What is an

classification. State horv radial basis function network resolves this

problem.

X-OR problem in

The following figure shows the decision boundary by red color' There are Z

classes defined by C1 and C2. Find P1 (2,3) and P2(10,4) belongs to which class?

Find the support of the plane with respect to 2 different classes.

wrg(r) > 0.

rrrg(x) < 0

c2

t

2.

State the difference between the supervised and unsupervised learning.
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b)

b) 8
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2+15
a) Stato the advantage of deep learning over ANN' De

l) Convolution layer, ll) Stride, ili) Up'sampling, iv) Down-sampllng, v) RELU

terminology

tine the tbllowing6

3Write a simple python code to bttild an ANN which has 20 inPnt neluon,

one hidden layer having 40 neuron and an output layer of 1 Neuron'
b)

l0x2Write Short Notes (Any two)

a) Welght correction of output neurons ln Back-propagation a lgorithm.

lnterpolation problem in Radial basis function'b)

Auto encoderc)

d) Principle component analYsis
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