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OPTIMIZATION THEORY

Full Marlcs : 100
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The tigures in the margin indicate full marks for the questions.

Answer Q-8 anyfour questions from the rest,

State the difference between.on

Define convex and concavr ru
functions are convex or concave. Identify its maxima and minima.

a) f {x'!=4x3-4Bx+l-0

b) f i'xi=?-3x-4xl

Consider the following problem

I ix )= xr+ 54 /x

Assume initial search interval (0,5). Apply Golden section search method
for 3 iterations and find the solutions.

Find the stationary points of tne functior,:

f ix1, xrl= 2 xi- 3^i- 6 x, x3ix,- ,ri2- L l

i) which of these points are local minima, which are local maxima, and
which are neither.

ii) How many minimum exist along thejoining [0, t]t urr6 [1,ZJt

What are the conditions of co
point. State whether the following functions are convex on the given points

Fo, f ix L, x2i=xi*xi -:xlxr+A

What are the difference between
methods. Name any two direct search methods and any three gradient-
based methods for multi-variable optirnization

Find whether the given direrti



Fo, f 
(x1, n2i =2 ni+ xl - :,r, xj+ l0 x1lxl,ar{i j s= [1, 1 Jr,i iiJ x = lz,s]

State Kuhn-Tucker (KT) condit

Write down KT conditions for tn" fotto*irg

r\{axfnrize:3 xl- Z x,

subject to

2 x1+ xn=.i, x,i+ x! S f S.a

x1>0

Find outwhetherpoints i0,4lr and i 3' 4,-?.8 lr are KTpoints ornot.

Describe Random Search algo

Consider the following NLp probtun

f tx,, x,] = ixr- 3 J2+i x: - rI 
12

subject to

grix i- 26- (xr- s ]2+x|> o

xt, xa> 0

Assume initial point {3,3 }t urd the initial interval is {6,8 }' . Assume other
required parameters as your choice. continue the above problem for
consecutive 3 iterations.

What do you mean by Linearizat

Show with example in I ix1,x2i={'\r- 3 t2+( x' - 4l' 
ut(4,5}r

Discuss Frank-Wol fe optimization algorithm

Linearize the following NLP problem u1 x= il-,3 i

Minimi"ze .f{s) : (*? * *o * r4r * (rr * *X - nz

9r{r) = 26- (*1 - S}u - reg } S,

gs{s) : 2o-4sr -$s }0,
c1, xD2 ) 0,



d) Solve the above problem
Assume a suitable varue for trre necessary user defined parameters.
\I/ q
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6. a) 'v rruv otrJ rrvg u(

optimization and

-

lalaooiR, '-,L:^L ^.

urpar.auve sralements between the traditional
evolutionary algorithm.

5

b) vreDDrrJ w

algorithms
ruc rouowtng argonthms are traditional and evolutionary

i) Gray-wolf optimization, ii) Levenberg-Marquard t optimization iii)
Biogeography-based optimization iv) Gradient-desceni optimization

-

Sfofa +l"o lz^,, ^

2

c) vLsLv L'w \vJ-Dr.trpn ur Lreneuc argoflthm. Gtve suitable examples for
explaining each of the steps.

Tlio^rroo +L^ ;:r

10

d) russ osrween Koutette Wheel selection and Rank
selection.

t clrnr+ -^.

a
J

7. w rvDuury twu,,
10x2

a) Particle Swarm Optimization

-

(im,lo+-J,r --^lll-l--b)

t
urB

( hnr=- A;vvuJ s6srw 5r oLrrslrr, nrBUI ltnlfl

-

Poro.t 1 ^l .',r-^.^^ ^^.lll-l .-l-7--d) ouuDpdev prupcny ror tne quactratlc optimization.
I

Spl anf 11" o8. A) 4rrgr.IlauYes
10xl

a) Ani

i)A

iv) It

A;

uuvuulun polnt means

minimum ii) A maximum iii) Either a maximum or a minimum
treither a maximum nor a minimum

b) n vurrLuul PluL

i) is 2D projection of higher dimensional function values

ii) A closed curve formed by the equation

iii) Results equal function function values on a contour line.

-

ir,\All ^C+L^ ^lF\Y ) DLt

(1n1.lo-

iluuv0

c) vvruur DvvurL,r rEuuugs searcn range oy a tactor of . . .. .. . , ... in each
iteration

i) 0.5 ii) 0.618 iii) 0.382 iv) either 0.618 or 0.382
NTar',+^-:^ *^eld) A ! W YY L1JII D rIrgTIIUq IAIIS

I) when the number of variable is more than one

-i+

-T



ii) if the problem is a maxin iration p.oblem

iii) When Hessian matrix can not be estimated

iv) When the Hessian matrix can not be inverted.

The Gausse's method

I) Does not involve Hessian matrix for optimization

ii) Approximately estimate the Hessian matrix with the gradient vectors

iii) There is no requirement of the Hessian matrix

iv) None of the above

An unidirectional search is used for

i) Searching a mimimum or maximum in a one variable function

ii) Searching the nearest mimimum or maximum to a point.

iii) searching the minimum value at a particular direction.

iv) None of the above.

Hessian is a.....

i) A scalor number

ii) A vector

iii) A rectangular matrix

iv) A square matrix

Generally the cooling schedule in simulated anGalffi
i) Linearly increasing

ii) Linearly decreasing

iii) Exponentially increasing

iv) Exponentially decreasing

Mutation probability in Genetic elgorithm is kept

i) Very small

ii) Nearly equal to one

iii) A random variable between 0 and l.

iv) Decreases gradually over iterations.

The inertia parameter in the vetocity@
I) Very small

ii) Nearly equal to one



iii) A random variable between O ana t

iv) A random variable between -1 and 1.

Answer these short answer types questions

Find out the Hessian matrix at t2,2 i

f ix,. xn t= *i* *i*r x: - ,t l:

Is the above Hessian matrix positire aennitef

Find the value of # using along the direction i1,2 for minimizingthe
following function

f tx,, xaJ =txr- 4 l'*ixr- E ji

Find out the most elite solution i
minimizing the following function

f tx,, xri=ix,- 4 )r+{ y, - 51I

g t2,r lt ii) ( z,e )r iii) i4,3 |r iv) { 3,s }r

What do you mean by conjugat. d


