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Artificial Intelligence

Full Marks : 100

Time : Three hours

The tigures in the margin indicate full marks for the qaestions,

Answer any Jive questions.

I Answer the following questions:
a) What is the diffbrence between artificial and naturallnGl[nEn". 4
b) What kind of challenges wa 5
c)

5
d) Which one ofone ot'the training se for learnins to move in Sorrth (r-E\ direntim?

Input Number Sensory vector (sl s2 s3 s4 s5 s6 s7 sg)
1 0001 1000
2 l 1 100000
J 00100000
4 I 1 100000
5 00001000
6 01 r00000

t(hgrg, Sl to 59 are the agent's cell po

6

7 a) Find the shortest path from start node@informed search
algorithm. List down the nodes (opEN & cLosED lisi) after G expansion.

8

b) Write down the unifbrm search algorithm step$ t2
3. a) The heuristic path algorithm ir a bes

f(n) : (l-w)g(n) + wh(n). For what values of w is this algorithm guaranteed to be
optimal? (You may assume that h is admissible.) what kind of iearch does this
perform when w: 0 and w : l?

4

b) Apply alpha-beta (cr-B) pruning algorithm to tind out tt 
" 

cx,E B ,utu"s
-.1 n4,ix tr

{Y [-,' k9 [*' k k,, (,^) (,,n

:llsl lsl lol l!:j n lel ril F-r n E

8



c) What is the problem reduction search? Describe the formulation using AND/OR graph
with dimension and cost?

4

d) What is hill climbing search and describe the drawbacks of hill climbing, 4

t. a) Write down the 6 rule of inferences for generating new wffs from the existine wff$ 6
b) Decide whether each of the following sentences is 'VALID'or,SAttSfIAgLE

Verify your decisions using truth tables or the equivalence rules.
a, Smoke = Smoke

b, Smoke ) Fire

e. (Smoke1Fire) 1(-SmokeI -Fire)
d. SmokeV Fire V -Fire
e. ((Smoke,., Heat) = Fire) * ((Smoke = Fire) v (Heat = Fire))
f. (Smoke = Fire) = ((Smoke a Heat) ) Fire)
(Hint: Qivey lruth Table (Standard logical equivalences)
Standard logical equivalences:

(a n A * (;p rt a) (commutativlty of 
^)lav fr = (pv a) (commutativtty of v)

(lartpl nyl * (ad(pttyll (associativity of r)
(fav Blvyl = lav(pvyl) (assoctattvtty of v)
r(ra) = (r (double negation elimination)

@* rt1 * bpz-a) (contrposltton)

lct* /l : gav p1 (tmplicatton elimlnatlon)

laq /4 * (u> A xlp* a)l (blconditlonat ellmlnatton)

-(a n B1 = (-txv -n {De Morgan,s Law)

-(av p1 a l-a rt -p1 (De Morgan,s Law)

laa(pvyll * ((aa/lv(aay)) (distributivityofnoverv)
{avllinyll * ((av fi t(av"y}) (dtstributivityofvovern)

10

c) The given knowledge base (KB): All dogs like bones, dogs eat everyttring they
like, and Rocky is a dog.
In First order Logic (FOL), KB =
(l) Vx DoS@) = Likes(x, Bone)
(2) Yx Yy (Dog(x) n Likes(x, y)) + Eats (x, y)
(3) Dog (Roclry)

Query: Does Rocky eats Bone?
(Hint: Use Generalized Modus Ponens (GMP))

4

). Write slrort notes on the following (any Jbur): 4x5:20
a) Perception-action cycle

b) Non-Monotone Heuristic
c) Simulated annealing

d) Genetic algorithm
e) Local search algorithm

). Differentiate between the following (any four): 4x5=20
a) State space graph and decision tree

b) BFS and DFS

c) Single layer Neulal Networh and Multilayer Neural Network
d) Alpha and Beta (Pruning algorithrn)
e) Propositional logic and Predicate logic


