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The Jigures in the margin indlcate
Jull marks Jor the questiotts.

Artswer ong fioe questions'

1. (a) What is Decision Tree Inductlon ?
Explain basic algorithm for inductng a
decision tree from a training tuples'

10

(b) What is Prediction ? Discuss the use of
regression technlques for Predictlon' 

O

2. (a) Descrlbe the methods for tJre generation
of concept hierarchies for categorical
data. 10

Contd.



b) What is Multlmedia database ? ExPlain
the methods of mining multimedia
database. l0

3. @ Describe the various funcflonalities of
Data rnlnlng as a step In the process of
knowledge discovery. 10

h) Explain the Apriort algorlthm. Also
ocplaln how the assoclatlon rules are
generated from frequent item sets.

10

Dlscuss brlefly the dlfferent steps Lt
preprocessl.ng of data. lO

What is meant by dlmensionalltY
reductlon ? Discuss anA fu)o methods.

10

Describe the Data Cube Technologr
with an example. IO

Dlscuss the mapping of data warehouse
to mulflprocessor archltecture.

ro

4. (a)

(b)

(a)

.(b)

5.

6. (a) Descdbe the dtfferent methods for data
cleaning.
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(b) Describe the role of data mrning
spafla-l database.

Write short notes on :

O K-means algorithm

(tt K-medoid algorlthm

(iit Outlier detection

(iu) FP-growth tree algoritlm.

in
IO
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